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CASA_WELCOME ADDRESS 

 

elcome to attend The 35th International Conference on Computer Animation and 

Social Agents (CASA 2022) and AniNex: The 4th workshop on Next Generation 

Computer Animation Techniques, which will be held in Nanjing, China on July 

5-7, 2022. It is co-sponsored by Nanjing University of Information Science and Technology, 

Zhengzhou University of Light Industry. 

 

CASA is the oldest international conference in computer animation and social agents in the 

world. It was founded in Geneva in 1988 under the name of Computer Animation (CA). In 

the last past ten years, CASA was held in Switzerland (2006), Belgium (2007), Korea (2008), 

Netherlands (2009), France (2010), China (2011), Singapore (2012), Turkey (2013), United 

States (2014), Singapore (2015), Switzerland (2016), Korea (2017), China (2018), France 

(2019), UK (2020), and Ottawa (2021). 

 

CASA 2022 will provide a great opportunity to interact with leading experts, share your own 

work, and educate yourself through exposure to the research of your peers from around the 

world. 

 

This year, 50 papers were selected from 112 submissions, which were reviewed by means of 

double-blinded peer review carried out by the Technical Program Committee members. We 

totally have 8 sessions covering topics of Avatars and Agents, Recognition & Modeling, 

Character Motion, Rendering & Simulation, Semantics & Image Processing, VR/AR System 

& User Interaction, Machine Learning and Computer Animation, Computer Simulation and 

Animation. 

 

As usual, we would like to take this opportunity to thank all the authors who have submitted 

their works to the conference. Without them, such an event would not have been possible. 

Also, we would like to extend our gratitude to all the conference organization committees 

who have been involved in organizing CASA this year. We would like to thank their great 

support and help in conference planning, operations, paper reviews, as well as publication. 

Their efforts have made this year’s conference a great success. 

 

We wish all of you will have an unforgettable and prefect experience in the conference.  

 

Look forward to meeting you again next time! 

 

Conference Co-chair 

Zhigeng Pan, Nanjing University of Information Science and Technology, China 

[On behalf of the CASA 2022 Conference Committee]
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 Conference Venue 

南气宾馆 (NUIST Hotel) 

南京市江北新区宁六路 219号 

销售经理：张杰 18914756232（微信同号） 

 Tips for epidemic prevention and control: 

1. Please notice and confirm the latest epidemic control policy in Guangzhou before your 

travel. The website of Nanjing Municipal Center for Disease Control & Prevention: 

http://www.njcdc.cn/.  

2. Please put on a mask before entering the meeting room. Make sure your mask fits well 

with the nose clip.  

3. Keep social distance between each other, especially indoors.  

4. Avoid hands shaking and Skin-to-skin contact.  

 In the consideration of the personal and property security belongings to conference 

participants, please take care of your belongs and be sure to take the attendance cards 

during the conference. 

 

 Instruction of On-site Presentations 

Devices Provided by the Conference Organizer 

 Laptops (with MS-Office & Adobe Reader) 

 Projectors & Screen 

 Laser Pointers 

Materials Provided by the Presenters 

 PowerPoint or PDF files (USB flash disk) 

 Instruction of Online Presentations 

Equipment Needed by the Presenters 

 Computers with stable internet connection 

 USB plug-in deadest with a microphone 

 Webcam: build-in or USB plug-in 
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 ZOOM Download Link 

https://zoom.us/download 

https://zoom.com.cn/download (for Chinese authors) 

 

 Meeting Rooms (Password: 070507) 

Zoom A: Meeting ID- 8419 2090 181, https://us02web.zoom.us/j/84192090181 

Zoom B: Meeting ID- 8479 4701 580, https://us02web.zoom.us/j/84794701580 

 

 Time Zone 

The conference is arranged based on Beijing Time (GMT+8). 

Please carefully check your presentation time, and join the conference 20 minutes in advance. 

 

 Test Your Presentation 

Date: July 5, 2022 

Prior to the formal meeting, presenters shall join the test room to ensure everything is on the 

right track. Please check your test time on this program. 

 

 Oral Presentation 

 Timing: a maximum of 20 minutes in total, including 3-5 minutes for Q&A. Please make 

sure your presentation is well timed. 

 Stay online during Keynote Speeches and your own sessions. 

 English only during the conference. 

 Certificates will be emailed to you after the conference 

 Please rename as: 

Author: Paper ID + Name 

Listener: Listener + Name 

Keynote Speaker: KN + Name 

Committee: Position + Name  

 

 Conference Recording 

The whole conference will be recorded. We appreciate you proper behavior and appearance. 

The recording will be used for conference program and paper publication requirements. The 

video recording will be destroyed after the conference and it cannot be distributed to or 

shared with anyone else, and it shall not be used for commercial nor illegal purpose. It will 

only be recorded by the staff and presenters have no rights to record.   
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 July 5, 2022 – Tuesday, GMT+8 (Sign-in & Zoom Test) 

Onsite Venue -南气宾馆大堂 (Lobby of NUIST Hotel) 

14:00 – 17:00 Sign-in & Conference Material Collection 

Online Test - Zoom B: https://us02web.zoom.us/j/84794701580 (Password: 070507) 

10:00 – 12:00 Speakers, Committees, Session Chairs 

10:00 – 11:00 
SA10, SA25, SA06, SA16, SA86, SA14, SA24, SA78, SA65, SA41, 

SA36, SA58, SA75, SA68, SA84, SA26, SA59 

11:00 – 12:00 
SA43, SA64, SA49, SA77, SA46, SA23, SA85, SA89, SA09, SA13, 

SA51, SA61, SA18, SA56, SA28, SA33, SA53, SA12, SA31 

13:30 – 14:30 
SA94, SA106, SA112, SA111, SA107, SA103, SA110, SA109, SA96, 

SA102, SA100, SA93 

 

 July 5, 2022 – Tuesday, GMT+8 (Opening Ceremony) 

Venue: 三楼多功能厅 (Multi-function ROOM, 3rd floor) 

Zoom A: https://us02web.zoom.us/j/84192090181 (Password: 070507) 

Opening Ceremony 

Host 

Prof. Zhigeng Pan, Nanjing University of Information Science & 

Technology, China 

15:00 – 15:10 

Opening Remarks 

Prof. Nadia Magnenat Thalmann, Nanyang Technological University, 

Singapore 

15:10 – 15:15 

Program Co-chair Message 

Prof. Daniel Thalmann, École Polytechnique Fédérale de Lausanne | 

EPFL, Switzerland 

Keynote Speech 
Host 

Prof. Yanwen Guo, Nanjing University, China 
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15:15 – 16:05 

Keynote Speech 1 

Prof. Chenguang (Charlie) Yang, Bristol Robotics Laboratory, 

University of the West of England, UK 

Speech Title: Human Robot Interactive Learning and Control 

16:05 – 16:30 Group Photo & Coffee Break 

16:30 – 17:20 

Keynote Speech 2 

Prof. Kai Xu, National University of Defense Technology, China 

Speech Title: Online Dense Reconstruction under Fast Camera 

Motion 

17:30 – 19:00 Dinner Time 

 

 July 6, 2022 –Wednesday, GMT+8 

Zoom A: https://us02web.zoom.us/j/84192090181 (Password: 070507) 

10:00 – 12:00 
Session 1 - Character Motion 

SA10, SA54, SA25, SA06, SA16, SA86 

12:00 – 13:30 Break Time 

13:30 – 15:30 
Session 2 - Rendering & Simulation 

SA14, SA24, SA78, SA65, SA41, SA36 

15:30 – 16:00 Break Time 

16:00 – 18:20 
Session 3 - Avatars and Agents 

SA43, SA50, SA64, SA49, SA77, SA46, SA23 

18:30 – 20:00 Break Time 
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 July 7, 2022 –Thursday, GMT+8 

 

Zoom A: https://us02web.zoom.us/j/84192090181 (Password: 070507) 

10:00 – 12:00 
Session 4 - VR/AR System & User Interaction 

SA58, SA75, SA68, SA84, SA26, SA59 

12:00 – 13:30 Break Time 

13:30 – 15:30 
AniNex Workshop (A) - Computer Simulation and Animation 

SA94, SA106, SA112, SA100, SA107, SA103 

15:30 – 16:00 Break Time 

16:00 – 18:00 

AniNex Workshop (B) - Machine Learning and Computer 

Animation 

SA110, SA109, SA96, SA102, SA111, SA93 

Zoom B: https://us02web.zoom.us/j/84794701580 (Password: 070507) 

13:30 – 15:30 
Session 5 - Recognition & Modeling 

SA85, SA89, SA09, SA13, SA51, SA61 

15:30 – 16:00 Break Time 

16:00 – 18:20 
Session 6 - Semantics & Image Processing 

SA18, SA56, SA28, SA33, SA53, SA12, SA31 

18:00 – 20:00 Break Time 
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Date: July 5, 2022   Speech Time: 15:15 – 16:05 (GMT+8) 

Zoom A: https://us02web.zoom.us/j/84192090181 (Password: 070507) 

 

 

 

 

 

Abstract: This talk will introduce our advance in the field of robot skill learning and human-robot 

interactive control. We use control theory to model the control mechanism of motor neurons to assist 

us developing human-like robot controllers so that the robot can realize variable impedance control to 

adaptively physically-interact with the changing environment. We further propose a multi-task 

impedance control and impedance learning method used on a human-like manipulator with redundant 

degrees of freedom to achieve compliant human-robot interaction motor control. Learning from 

human demonstration methods are generally used to efficiently transfer modularized skills to robots 

using multi-modal information such as surface electromyography signals and contact forces, 

enhancing the effectiveness of skill reproduction in different situations. We have also developed an 

enhanced neural-network shared control system for teleoperation, which uses the redundancy of joint 

space to avoid collisions automatically. The operator does not need to pay attention to possible 

collisions during manipulation. Besides, with the help of deep learning, we designed a tool power 

compensation system for teleoperation surgery, thereby enhancing the performance of the force and 

motion tracking at both ends of the teleoperation system. Furthermore, this talk will also introduce our 

research on the topics of human-robot collaboration and skill generalization. 

 

Biography: Professor Chenguang (Charlie) Yang is the leader of Robot Teleoperation Group of 

Bristol Robotics Laboratory, a Corresponding Co-Chair of the Technical Committee on Collaborative 

Automation for Flexible Manufacturing (CAFM), IEEE Robotics and Automation Society. He 

received PhD degree from the National University of Singapore (2010) and performed postdoctoral 

research at Imperial College London. He is a recipient of the prestigious IEEE Transactions on 

Robotics Best Paper Award (2012) and IEEE Transactions on Neural Networks and Learning Systems 

Outstanding Paper Award (2022) as lead authors. He has been awarded EPSRC Innovation 

Fellowship and EU FP-7 Marie Curie International Incoming Fellowship. He is a Fellow of British 

Computer Society and Higher Education Academy.  He serves as Associate Editor of a number of 

leading international journals including IEEE Transactions on Robotics. His research interest lies in 

human robot interaction and intelligent system design. 

 

Web Link: https://people.uwe.ac.uk/Person/CharlieYang

Prof. Chenguang (Charlie) Yang 

Bristol Robotics Laboratory, University of the West of England, UK 

Speech Title: Human Robot Interactive Learning and Control 
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Date: July 5, 2022   Speech Time: 16:30 – 17:20 (GMT+8) 

Zoom A: https://us02web.zoom.us/j/84192090181 (Password: 070507) 

 

 

 

Abstract: Online reconstruction based on RGB-D sequences has thus far been restrained to relatively 

slow camera motions (<1m/s). Under very fast camera motion (e.g., 3m/s), the reconstruction can 

easily crumble even for the state-of-the-art methods. Fast motion brings two challenges to depth 

fusion: 1) the high nonlinearity of camera pose optimization due to large inter-frame rotations and 2) 

the lack of reliably trackable features due to motion blur. In this talk, I will introduce a new method to 

tackle the difficulties of fast-motion camera tracking in the absence of inertial measurements using 

random optimization. The method attains good quality pose tracking under fast camera motion (up to 

4m/s) in a real-time framerate without including loop closure or global pose optimization. I will also 

present our recent progress on extending the method to integrate IMU sensor for online reconstruction 

under even faster camera motions. This involves how to handle the much higher dimension of the 

state space for which we present a robust method based on active subspace random optimization. 

 

Biography: Kai Xu is a Professor at the School of Computer, National University of Defense 

Technology, where he received his Ph.D. in 2011. He is currently an adjunct professor of Simon 

Fraser University. He was a visiting scholar at Princeton University during 2017-2018. His research 

interests include geometric modeling and shape analysis, especially on data-driven approaches to the 

problems in those directions, as well as 3D vision and its robotic applications. He has published 100+ 

papers, including 20+ SIGGRAPH/TOG papers. He co-organized several SIGGRAPH Asia courses, 

CVPR tutorials and Eurographics STARs. He serves on the editorial board of ACM Transactions on 

Graphics, Computer Graphics Forum, Computers & Graphics, and The Visual Computer. He also 

served as program co-chair of CAD/Graphics 2017, ICVRV 2017 and ISVC 2018, as well as PC 

member for several prestigious conferences including SIGGRAPH, SIGGRAPH Asia, Eurographics, 

SGP, PG, etc. His research work can be found in his personal website: www.kevinkaixu.net 

 

Prof. Kai Xu 

National University of Defense Technology, China 

Speech Title: Online Dense Reconstruction under Fast Camera Motion 
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Session 1: Character Motion

Time: July 6 | 10:00 – 12:00 (GMT+8) 

Zoom A: https://us02web.zoom.us/j/84192090181 (Password: 070507) 

Session Chair: Assoc. Prof. Libo Sun, Southeast University, China 

 

SA10 

10:00 – 10:20 

Disentangling Audio Content and Emotion with Adaptive Instance 

Normalization for Expressive Facial Animation Synthesis 

Che-Jui Chang, Long Zhao, Sen Zhang, and Mubbasir Kapadia 

Presenter: Che-Jui Chang, Rutgers University, USA 

 

Abstract: 3D facial animation synthesis from audio has been a focus in recent 

years. However, most existing works in the literature are designed for the 

mapping between audio and visual content, providing limited knowledge 

regarding the relationship between the emotion in audio and expressive facial 

animation. In this paper, we aim to generate audio-matching facial animations 

with the specified emotion label. In such a task, we argue that separating the 

content from audio is indispensable – the proposed model must learn to 

generate facial contents from audio contents while expressions from the 

specified emotion. We achieve it by an Adaptive Instance Normalization 

(AdaIN) module that isolates the content in the audio and combines the emotion 

embedding from the specified label. The joint content-emotion embedding is 

then used to generate 3D facial vertices and texture maps. We compare our 

method with state-of-the-art baselines, including the facial segmentation-based 

and voice conversion-based disentanglement approaches. We also conduct a 

user study to evaluate the performance of emotion conditioning and the results 

indicate our proposed method outperforms the baselines in both the animation 

quality and accuracy of expression categorization. 

SA54 

10:20 – 10:40 

Muscle-driven virtual human motion generation approach based on deep 

reinforcement learning 

Wenhu Qin, Ran Tao, Libo Sun, and Kaiyue Dong 

Presenter: Libo Sun, Southeast University, China 

 

Abstract: We propose a muscle-driven motion generation approach to realize 

virtual human motion with user interaction and higher fidelity, which can 

address the problem that the joint-driven fails to reflect the motion process of 

the human body. Firstly, a simplified virtual human musculoskeletal model is 

built based on human biomechanics. Then, a hierarchical policy learning 
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framework is constructed including motion tracking layer, SPD controller and 

muscle control layer. The motion tracking layer is responsible for mimicking 

reference motion and completing control command, using proximal policy 

optimization to train the policy; the muscle control layer is aimed to minimize 

muscle energy consumption and train the policy based on supervised learning; 

the SPD controller acts as a link between the two layers. At the same time, we 

integrate the curriculum learning to improve the efficiency and success rate of 

policy training. Simulation experiments show that the proposed approach can 

use motion capture data and pose estimation data as reference motions to 

generate better and more adaptable motions. Furthermore, the virtual human has 

the ability to respond to the user control command during the motion, and can 

complete the target task successfully. 

SA25 

10:40 – 11:00 

Skeleton-Level Control for Multi-Agent Simulation through Deep 

Reinforcement Learning 

Guillermo Elias Alonso, Xiaogang Jin 

Presenter: Guillermo Elias Alonso, Zhejiang University, China 

 

Abstract: Multi-agent simulation has attracted much attention in the field of 

computer animation in the last decades for its ability to model interaction 

between autonomous micro level entities. It widely uses Deep Reinforcement 

Learning (DRL), which allows us to model environments and its agents 

approaching real-world and human-level complexity, with applications in 

robotics and computer animation, among others. However, DRL multi-agent 

simulation faces additional challenges: they have to be able to generalize 

high-dimensional observations and relate them with a high-dimensional action 

space, maximizing long-term cumulated reward. Due to this, DRL systems with 

numerous interacting agents seldom consider skeleton level action spaces. To 

this end, we present skeleton-level control for multi-agent simulation with deep 

reinforcement learning. With our method, we are able to procedurally generate 

real-time collision-free simulations directly on individual agents with a 

high-dimensional skeleton-level action space. The state in our DRL system 

includes the velocity of the agent, its destination, and the status of its joints, as 

well as visual-based information about the environment and other agents. Our 

reward function encourages motion into the target destinations, and penalizes 

collision. We provide extensive experimentation to show the ability of agents to 

reach their goal through its skeleton motion while successfully avoiding 

inter-collisions. 

SA06 

11:00 – 11:20 

AeS-GCN: Attention-Enhanced Semantic-guided Graph Convolutional 

Networks for Skeleton-Based Action Recognition 

Qing Xu, Feng Liu, Ziwang Fu, Aimin Zhou, Jiayin Qi 

Presenter: Qing Xu, Beijing University of Posts and Telecommunications, 

China 
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Abstract: Skeleton-based action recognition has been extensively studied in 

recent years and applied in virtual reality, detection systems and other cases 

with strong requirements for low cost as well as high accuracy, but most of the 

existing methods mainly focus on complex architecture of deep neural networks 

without considering computation efficiency. To balance accuracy and 

computation cost well, this paper proposes a simple and efficient 

Attention-enhanced Semantic-guided Graph Convolutional Network 

(AeS-GCN) for skeleton-based action recognition. Firstly we fuse semantics of 

joint type and frame index and dynamics together as representation of skeleton. 

Then we use Spatial Attention Block (SAB) to explore important features in 

spatial structure, in which adaptive GCN layer is adopted to adaptively model 

skeleton topology structure. Next we use Temporal Attention Block (TAB) to 

extract latent temporal information. The model proposed is a lightweight 

network and achieves the state-of-the-art performance on mainstream datasets 

with less parameters and less computational complexity. 

SA16 

11:20 – 11:40 

Research on Occlusion Block Face Recognition based on Feature Point 

Location 

Jianguo Shi, Yu Xiu, Ganyi Tang 

Presenter: Jianguo Shi, Anhui Polytechnic university, China 

 

Abstract: Aiming at improving the poor face recognition accuracy under 

occlusion, a multi-pose block occlusion face recognition method based on 

feature point location is proposed. Face segmentation is carried out according to 

the location results of face feature points and occlusion areas. The local features 

of each face block are extracted by deep convolution neural network; The 

dynamic adaptive weighting method is used to give different weights to the face 

block information, and the occluded face recognition is completed according to 

the results of face segmentation, which effectively reduces the impact of pose 

change and occlusion on face recognition. The experiment is analyzed from two 

aspects: frontal occlusion and multi pose face occlusion. The results show that 

fewer blocks in the frontal occlusion experiment are conducive to maintaining 

good local integrity and relatively good recognition performance; When the 

proportion of frontal occlusion reaches 50%, the recognition rate of our 

algorithm can still be up to 92.68%, which is significantly better than other 

algorithms. 

SA86 

11:40 – 12:00 

Parallel-Branch Network for 3D Human Pose and Shape Estimation in Video 

Yuanhao Wu, Chenxing Wang 

Presenter: Yuanhao Wu, Southeast University, China 

 

Abstract: Human pose and shape estimation have developed rapidly, where a 

skinned multi-person linear (SMPL) approach performs excellent recently. 

However, the prior template of the human body in the SMPL model is fixed, 
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thus a deviation may be resulted in the reconstructed body shape if a human 

body acts sharp movements such as sporting or dancing. To address this 

problem, we propose a parallel-branch network including a designed 

spatial-temporal (ST) branch and a SMPL branch. The ST branch essentially 

performs the 2D-to-3D lifting for more accurate joint prediction, by the 

designed spatial transformer and temporal transformer. The 3D joints from the 

ST branch are used to supervise the 3D joints from the SMPL branch and 

further correct the deviation of the SMPL model. Experiments on some popular 

benchmarks like 3DPW and MPI-INF-3DHP show that our method has better 

performance than other methods with video input. Our code is available at 

https://automation.seu.edu.cn/wcx/list.htm. 
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Session 2: Rendering & Simulation

Time: July 6 | 13:30 – 15:30 (GMT+8) 

Zoom A: https://us02web.zoom.us/j/84192090181 (Password: 070507) 

Session Chair: Dr. Jie Guo, Nanjing University, China 

 

SA14 

13:30 – 13:50 

Interactive Exploration of Drapes by Simulation Parameters 

Eunjung Ju, Kwang-yun Kim,  Jaehoon Lee, Sungjin Yoon, Myung Geol Choi 

Presenter: Myung Geol Choi, The Catholic University of Korea, Korea 

 

Abstract: We introduce a UI that allows users to interactively explore simulated 

drape shapes by changing simulation parameters. We trained a neural network 

model to learn the relationship between the parameter space and the drape 

space, so simulation results (drapes) can be instantly inferred from a given set 

of simulation parameters. To validate our method, we provided our UI with 

experts in the fashion design industry and conducted user studies with them for 

qualitative evaluation. 

SA24 

13:50 – 14:10 

Efficient Cloth Simulation based on the Material Point Method 

Aoran Lv, Yuanpeng Zhu, Chuhua Xian 

Presenter: Aoran Lv, South China University of Tecnology, China 

 

Abstract: In this paper, we propose a novel cloth simulation method based on 

the Material Point Method (MPM). The response to the cloth strain is 

characterized by three separated models: the continuous in-plane 

hyperelasticity, the discrete bending elastoplasticity,  and the continuous 

frictional contact elastoplasticity. We make use of the Moving Least Squares 

MPM (MLS-MPM) transfer scheme and a discrete bending model to reduce 

computation overhead. We further extend the hyperelastic bending model to be 

elastoplastic, which can be further used for the simulation of a wide range of 

thin shell materials, such as thin metal sheets. A fast and approximate signed 

distance field generation method for humanoid animation is also proposed. 

Experimental results demonstrate that our method can efficiently and robustly 

simulate high-resolution challenging scenes with hundreds of thousands of 

triangles. 
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SA78 

14:10 – 14:30 

Augmenting Deep Land Use Prediction with Randomized Simulation 

Liyan Chen, Zhangwu Chen, Lianhui Lin, Qi Ye, Shihui Guo, Juncong Lin 

Presenter: Zhangwu Chen, Xiamen University, China 

 

Abstract: Land use information is the basis of various geo-spatial applications. 

Traditionally, land use patterns are predicted with agent-based simulation, 

suffering from a long convergence process. Deep learning techniques have 

recently been used for land use classification but not prediction, due to the lack 

and difficulty of collecting enough training data. This paper proposes a novel 

paradigm for land use data generation with a randomized simulation strategy. 

We also design a tailored deep land use prediction model, LUPnet, to 

demonstrate the usage of the paradigm. Experimental results reveal the 

effectiveness of our method. 

SA65 

14:30 – 14:50 

A Multi-Resolution Network Architecture for Deferred Neural Lighting 

Shengjie Ma, Hongzhi Wu, Zhong Ren, Kun Zhou 

Presenter: Shengjie Ma, Zhejiang University, China 

 

Abstract: We present a novel multi-resolution network architecture for deferred 

neural lighting. The key idea is to explicitly separate the processing of 

appearance at different spatial resolutions, leading to considerably improved 

high-frequency details as well as temporal stability in animation sequences with 

varying view conditions. Moreover, our network is only half the size of the 

original one, and requires less training data to converge to satisfactory results. 

The network is tested over 5 captured datasets from deferred neural lighting and 

may be extended to other neural appearance techniques, such as NeRF or neural 

textures. 

SA41 

14:50 – 15:10 

Realistic Simulation of Hydraulic Erosion on Slope 

Zhaoxi Yu, Gang Yang, Zihui Xu 

Presenter: Zhaoxi Yu, Beijing Forestry University, China 

 

Abstract: Hydraulic erosion plays an important role in the formation of 

landform. Influenced by runoff, soil is destroyed, denuded and transported to 

form a specific landform. The simulation of erosion can not only be used for the 

construction of realistic terrain, but also for evaluation in soil and water 

conservation, which has important research and application value.  We 

construct a hydraulic erosion simulation framework on the basis of soil and 

water conservation's theory, which considers various factors in erosion, 

including: water flow, infiltration, transportation, erosion, ditch widening, 

deposition and soil sliding. It is the first time to consider the generation time of 

runoff, soil fixation of plant roots and ditch widening phenomenon in 

simulation. Using this method, we can simulate ditch evolution process from 

rill, shallow ditch, cut ditch to gully, which consist with the real process. 
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Compared with real photos and data, our method has authenticity in both visual 

and theoretical aspects. 

SA36 

15:10 – 15:30 

R-CTM: A Data-Driven Macroscopic Simulation Model for Heterogeneous 

Traffic 

Jingyao Liu, Zhigang Deng, Tianlu Mao, Zhaoqi Wang 

Presenter: Jingyao Liu, Institute of Computing Technology, Chinese Academy 

of Sciences, China 

 

Abstract: There is a well-known trade-off between computational efficiency and 

computational accuracy in the field of traffic simulation. In this paper, we 

propose a novel recurrent neural network based model with an integrated 

attention mechanism, called R-CTM, to simulate heterogeneous traffic flow 

with multiple types of vehicles. It can effectively extract the traffic flow 

patterns of spatial and temporal changes from training traffic data, which can be 

real-world traffic data or synthetic traffic data via microscopic simulation 

models. Through experiments and comparisons, we show that it can 

significantly outperform the state of the art methods in terms of simulation 

accuracy. Besides accuracy, we also demonstrate its scalability: its runtime 

consumption does not linearly increase with respect to the spatial extent. 
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SA43 

16:00 – 16:20 

Seismic Evacuation Simulation in Dynamic Indoor Environment 

Yifan Chu, Zhen Liu, Tingting Liu, Yumeng Zhao and Yanjie Chai 

Presenter: Ting Ting Liu, Ningbo University, China 

 

Abstract: During an earthquake, interior nonstructural components of a building 

can be damaged, which obstructs pedestrian escape routes and increases 

casualties, but this issue has received scant attention in research. This study 

proposes an indoor seismic evacuation model to simulate crowd evacuation in a 

dynamic environment. By establishing a physical model of nonstructural 

components, we can simulate the dynamics of the indoor scenario. We combine 

flow field algorithms to guide pedestrian avoidance behavior on a global scale 

in response to environmental changes that affect the path selection of indoor 

crowds. Finally, we propose a modified social force model to integrate the 

effects of seismic forces and the environment on pedestrian motion states. A 

comparison of the results of the experiments shows that pedestrian escape 

routes are affected by changes in the environment caused by the earthquake, 

and that the proposed model can create evacuation routes that are both rational 

and realistic. 

SA50 

16:20 – 16:40 

Crowd Navigation in an Unknown and Complex Environment Based on Deep 

Reinforcement Learning 

Libo Sun, Yuke Qu and Wenhu Qin 

Presenter: Libo Sun, Southeast University, China 

 

Abstract: We propose a virtual crowd navigation approach based on deep 

reinforcement learning to improve the adaptability of virtual crowds in an 

unknown and complex environment. To address the problem of local optimum 

or slow iteration or even failure to converge due to sparse rewards in complex 

environments, we integrate the curiosity-driven mechanism, the key navigation 

points acquisition and the failure path penalty method in addition to combining 

Long Short-Term Memory (LSTM) networks, dynamic obstacle collision 

prediction with Proximal Policy Optimization (PPO) algorithms, which realizes 

the crowd navigation in a complex environment. The experimental results show 
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that the proposed approach can simulate the motions of virtual crowds in 

various dynamic and complex scenarios without the environment modeling. The 

use of continuous action space also ensures that the movement trajectories of 

the virtual crowds are more realistic and natural. Furthermore, our approach can 

provide analysis and demonstration tools for a variety of independent 

collaborations such as competition and cooperation of group intelligence in an 

open and dynamic environment. 

SA64 

16:40 – 17:00 

DeepORCA: Realistic Crowd Simulation for Varying Scenes 

Yaqiang Li, Tianlu Mao, Ruoyu Meng, Qinyuan Yan, Zhaoqi Wang 

Presenter: Yaqiang Li,  Institute of Computing Technology Chinese Academy 

of  Sciences, China 

 

Abstract: Crowd simulation is a challenging problem, aiming to generate 

realistic pedestrians motions in virtual environment. Nowadays, ORCA is a 

widely used simulation algorithm in practice because of its stable and efficient 

performance. However, this algorithm cannot regenerate continuity and 

diversity of pedestrian motions in real data, leading to defects in motion fidelity. 

Otherwise, trajectory prediction methods based on deep learning have 

progressed in real pedestrians movement patterns mining. However, they are 

rarely applied in simulation due to the lack of ability to avoid collision and 

adapt to manufactured scenarios.Our work proposes a simulation method 

DeepORCA that integrates ORCA with a CVAE-based velocity probability 

generator, which can model motion continuity, variable intentions and scene 

semantics. Moreover, DeepORCA converts the velocity optimization into 

quadratic programming, which accelerates the calculation while maintaining the 

collision-avoidance ability of ORCA. In the experiments of real and artificial 

scenes, our method produces more realistic crowd simulation results than 

ORCA quantitatively and qualitatively, while keeps the computational 

efficiency at the same order of magnitude. 

SA49 

17:00 – 17:20 

Generation of Cart-Pulling Animation in a Multiagent Environment Using Deep 

Learning 

Wong Chien-Chou, Cai Cheng-En, Tsai Hao-Ming, Liu Guan-Ting, Wong 

Sai-Keung 

Presenter: Wong Chien-Chou, National Yang Ming Chiao Tung University 

 

Abstract: In this paper, we propose a framework to generate cart-pulling 

animation using deep learning in a multiagent environment. Mainly, two 

workers pull a cart using ropes and interact with crowd agents which exhibit 

following, wandering, and evasion behaviors. The main idea is to train a policy 

to learn an individual behavior of the workers and crowd agents. Furthermore, 

the challenge is that as the ropes are flexible, rewards are designed carefully so 

that the workers pull the ropes in a collaborative and consistent manner. Hence, 
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the workers can pull the cart while avoiding collision with the crowd agents and 

surrounding static objects. In the stage of animation generation, we assign the 

policies deliberately to the workers and the crowd agents so that they interact 

with each other naturally. We conducted experiments on animal characters and 

the system could produce animations of characters with diverse behaviors. 

SA77 

17:20 – 17:40 

Modelling craftspeople for cultural heritage: a case study 

Nedjma Cadi Yazli, Evangelia Baka, Nadia Magnenat Thalmann, Danai Danai 

Kaplanidi, Nikolaos Partarakis, Effie Karouzaki, Manos Zidianakis, Andreas 

Pattakos and Xenophon Zabulis 

Presenter: Nedjma Cadi Yazli, MIRALab Sarl, Switzerland 

 

Abstract: Intangible heritage is often linked to human actions and performances. 

The use of Digital Humans (DHs) for its digital representation and therefore its 

preservation, allows reframing the way to transmit and deal with content that is 

difficult to visualize. To that end, the digital human becomes an important 

element establishing the connection between the action, the objects, the 

knowledge, and the environment. Ιn this paper, we describe the development of 

DHs acting as practitioners and storytellers for traditional craft processes within 

Virtual Environments. We present the process and the tasks involved in 

modelling, designing, and animating DHs, detailing the underlying 

technological background. Animations were completely based on real humans’ 

motion extraction while working on the corresponding craft. As a result, we 

present the different DHs models created for three specific heritage Crafts: 

Mastic cultivation, Glass blowing and Silk weaving as well as an AR 

application, built to augment exhibits of the Chios Mastic Museum. 

SA46 

17:40 – 18:00 

A personalized pedestrian-vehicle avoidance simulation integrating emotion 

Xiao Lin, Zhen Liu, Tingting Liu and Yanjie Chai 

Presenter: Ting Ting Liu, Ningbo University, China 

 

Abstract: Since the differences in pedestrian's individual characteristics and the 

diversity of pedestrian-vehicle avoidance behaviors in real life, it is important to 

reflect the behavioral heterogeneity of pedestrians and vehicles in simulation. 

Most existing simulation models do not yet have the ability to generate 

personalized pedestrian-vehicle avoidance scenarios. Considering personality 

and emotional factors, we propose a simulation method to realize various 

pedestrian-vehicle avoidance scenarios by adjusting personality trait 

parameters. In this study, drivers' yielding strategies were classified as careful 

and aggressive based on different personality traits. For pedestrians, in addition 

to personality traits, emotional factors were also introduced to achieve more 

realistic speed control. The experimental results show that proposed method has 

the ability to generate personalized pedestrian-vehicle avoidance collision 

scenarios in multiple traffic scenarios. 
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SA23 

18:00 – 18:20 

Vision sensor-based SLAM problem for small UAVs in dynamic indoor 

environments 

Lanfeng Zhou, Mingyue Kong, Ling Li, Ziwei Liu, Weizhi Xie 

Presenter: Mingyue Kong, Shanghai Institute of Technology, China 

 

Abstract: In recent years, with the rapid development of artificial intelligence, 

machine vision and other related technologies, there has been a demand for 

higher levels of intelligence in UAVs. There are many excellent SLAM systems 

available, but most of them assume that their working environment is static. 

When there are dynamic objects in the environment the localisation and 

mapping accuracy of the SLAM system is reduced, and it can even cause its 

tracking to fail. To solve this problem. In this paper, we propose a target 

detection-based SLAM algorithm for real-time operation in crowded dynamic 

environments.  The algorithm removes feature points of dynamic objects from 

key frames and then constructs a point cloud map of. based on the 

state-of-the-art SLAM system ORB-SLAM3. Finally, the proposed method is 

validated and evaluated on multiple dynamic datasets and real environments. 

The results show that the algorithm in this paper outperforms other visual 

SLAM algorithms in terms of localisation and map building accuracy in more 

highly dynamic datasets, while guaranteeing performance. 
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SA58 

10:00 – 10:20 

Landscape Rippling: Context-based Water-mediated Interaction Design 

Weiyue Lin, Haoran Hong, Yingying She, Baorong Yang 

Presenter: WeiYue Lin, Xiamen University & Beijing University, China 

 

Abstract: With a core purpose of helping users to understand the context, a 

water interface provides possibility for enhancing user experience in interaction 

process. Starting from analyzing existing water-mediated interaction 

approaches, we proposed a water-mediated interaction design model and a 

corresponding user experience model, aiming to eliminate the boundary 

between users and the context with water as the medium. According to the 

proposed model, we implemented a water-mediated interaction system 

Landscape Rippling, with the painting ``A Panorama of Rivers and Mountains'' 

as its context. Ultimately, user experience tests of the interaction system 

demonstrate the effectiveness of this water-mediated interaction design model. 

SA75 

10:20 – 10:40 

Holographic Sign Language Avatar Interpreter: A User Interaction Study in a 

Mixed Reality Classroom 

Fu-Chia Yang, Christos Mousa, Nicoletta Adamo 

Presenter: Fu-Chia Yang, Purdue University, USA 

 

Abstract: We explored user interactions with a holographic sign language 

interpreter in a mixed reality (MR) classroom for Deaf and Hard of Hearing 

(DHH) students. The developed MR application projects a holographic signing 

avatar that translates in real time the lecture while a speaking instructor is 

teaching. Our study explored user interaction with the MR system, intending to 

provide design guidelines for digital MR sign language interpreters. We 

recruited eight participants and conducted a usability test focused on avatar 

framing (full-body vs. half-body) and avatar manipulation (fixed position, scale, 

and orientation vs. user-adjustable position, scale, and orientation) in the MR 

classroom. We used a mixed-method approach to analyze quantitative and 

qualitative data through recordings, surveys, and interviews. The results show 

user preferences toward viewing holographic signing avatars in the MR 

environment and user acceptability toward such applications. 
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SA68 

10:40 – 11:00 

Research and Design of Visual Feedback for Interaction in 3D Visualization 

Tiemeng Li, Yangyang Zhu 

Presenter: Tiemeng Li, Beijing University of Posts and Telecommunications, 

China 

 

Abstract: Visual feedback can help users understand the function, state and 

outcome of a system during the pre-, mid- and post-interaction phases. Current 

visual feedback in 3D visualization scenarios takes less account of information 

transfer in terms of appearance design and dynamic behaviour, which results in 

visual feedback being presented in a more engineered form and conveying 

simple information. To address these issues, we propose the concept and 

methodology of functional narrative animation. We also provide a set of 

Unity-based animation library and a plugin for configuring the animations. 

Finally, through user experiments and interviews, we analyse the role of 

functional narrative animation in the interactive visual feedback for 3D 

visualizations and make corresponding design recommendations. 

SA84 

11:00 – 11:20 

A spatial augmented reality based circuit experiment and comparative study 

with the conventional one 

Zhigeng Pan, Zihan Wang, Qingshu Yuan, Qianyu Meng, Jiaxin Liu and 

Kailiang Shou, Xiaoyan Sun 

Presenter: Zihan Wang, Hangzhou Normal University, China 

 

Abstract: How to intuitively illustrate phenomena while retaining a good 

operation experience is a key issue in experimental learning. Virtual 

experiments in desktop environments, handheld devices, or headsets can show 

invisible phenomena for students. However, they are either visuo-tactile 

inconsistent or with heavy physical burdens, causing bad experiences. A spatial 

augmented reality (SAR) based circuit experiment is developed. It allows 

students to interact with 3D (3-dimensional) printed tangible objects without 

wearing any device, having low physical burdens. Objects' poses are tracked 

using Microsoft Azure Kinect and Inertial Measurement Unit (IMU). Virtual 

phenomena are projected onto the tangible objects and tabletop accordingly. 

Physical input and virtual output space are completely fused from students’ 

view. It also offers efficient operation manners to students. A questionnaire is 

used to compare the user experiences between the experiment and the 

conventional one. Results show that the system has a better learning experience. 

SA26 

11:20 – 11:40 

The Role of Digital Interactive Technology in Cultural Heritage Learning: 

Evaluating a Mid-air Gesture-based Interactive Media of Ruihetu 

Qiang Li, Tian Luo, Jingjing Wang 

Presenter: Tian Luo, Shenyang Aerospace University, China 
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Abstract: In this study, we investigate the role of mid-air gesture-based 

interaction technologies in cultural heritage learning. In an experiment, a 

mid-air gesture-based interactive media for Chinese Song Dynasty traditional 

painting - Ruihetu was developed and validated. Participants tested three 

experimental conditions: video learning only; interactive experience first, then 

video learning; and video learning first, then interactive experience. According 

to the research results, the outcomes of participants' learning of this cultural 

heritage differed significantly across all three experimental conditions. This 

study's findings offer insights into cultural learning of Chinese traditional 

painting in museums using mid-air gesture-based technology, specifically that 

video learning exhibits should be combined with and preceded by multimedia 

interactive exhibits for improved memory and understanding. 

SA59 

11:40 – 12:00 

GiantScope: A Simulation Microscopy for Middle School Biological 

Experiment Education 

Haoyang Zhang, Mingmin Zhang, Zhigeng Pan, Mingliang Cao, Yongheng Li, 

Yong Zhong, Ganglin Chen, Xin Liu 

Presenter: Ganglin Chen, Foshan University, China 

 

Abstract: We present a simulation microscope device called GiantScope, which 

combines virtual microscope, cloud computing and embedded technologies. 

Users can complete most of the microscope-based experiments in biology 

courses by operating our device, while learning the operating skills of 

microscopes at the same time. Our device supports most of the operation 

functions of optical microscopes, including quasi-focus screw adjustment, slide 

movement recognition, etc., and also has auxiliary enhancement functions 

including manual measurement, annotation, etc. In addition, we have built a 

cloud-based digital slide database, which enables users to select experimental 

observations through digital slides, including static cell specimens or dynamic 

cell activities. After user study, we found that using GiantScope for biological 

experiments has better learning efficiency and user experience than traditional 

microscopes. 
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SA85 

13:30 – 13:50 

Source-enhanced Prototypical Alignment for Single Image 3D Model Retrieval 

Dan Song, Teng Wang, Chumeng Zhang, Xuanya Li, Ruofeng Tong 

Presenter: Teng Wang, Tianjin University, China 

 

Abstract: Single image 3D model retrieval has attracted a lot of attentions with 

the convenience of organizing large-scale unlabeled 3D models. Existing 

methods transfer the knowledge from well-annotated 2D images (i.e., source 

domain) to unlabeled 3D models (i.e., target domain) to improve the 

disrcriminability of 3D models and align the feature distributions of 2D images 

and 3D models. However, during the alignment, the feature learning target of 

improving the discriminability of 3D models sometimes confuses the 

boundaries between 2D image categories, where prior methods ignore keeping 

the discriminability of 2D images. Motivated by this observation, we propose a 

source-enhanced prototypical alignment framework to firstly remain the 

discriminability of 2D images and then guide the category-level cross-domain 

alignment with better image representations. Specifically, a novel separation 

and compactness loss is proposed for images to separate the samples from 

different categories and compact the samples within the same category. Then 

we perform prototypical alignment to make 2D image features assist in the 

discriminative feature learning for 3D models. We evaluate the proposed 

method on the commonly-used cross-domain 3D model retrieval benchmarks, 

namely MI3DOR and MI3DOR-2, and the results demonstrate the effectiveness 

of the proposed method. 

SA89 

13:50 – 14:10 

Variety Decorative Bas-relief Generation Based on Normal Prediction and 

Transfer 

Jing Shang, Meili Wang 

Presenter: Jing Shang, Northwest A&F University, China 

 

Abstract: As the generation of realistic bas-relief models from 2D images 

suffers from insufficient 3D depth information and severe under-constraint, in 

this paper, we propose a new framework for bas-relief modeling based on 2D 

decorative images, which adopts conditional Generative Adversarial Network to 
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infer the normal information of the decorative bas-reliefs from the greyscale 

information extracted from the images. For the variety of models, we extract the 

internal structure information through the saliency detection method based on 

scene perception, and use the transfer process based on the optimized texture 

synthesis algorithm to complete the normal editing from the source normal map 

to the new one, which can diversify and control the structure and detailed 

information of existed normal map. Finally, we adopt a bas-relief reconstruction 

approach based on domain transfer recursive filter and surface from gradient to 

recover 2.5D information from predicted and transferred normal maps. 

Experiments on various model examples demonstrate the efficiency and 

diversity of the proposed method in reconstructing bas-relief models from a 

single decorative image. 

SA09 

14:10 – 14:30 

Procedural Generation of Virtual Pavilions via a Deep Convolutional 

Generative Adversarial Network 

Ziwei Chen, Desheng Lyu 

Presenter: Ziwei Chen, Harbin Institute of Technology, China 

 

Abstract: Virtual pavilions can help spread culture and bring fun.  A  virtual  

pavilion  needs  a  designed  map,  and  terrain  editors  then  

manually  layout  each part of it. Procedural content generation via machine 

learning can quickly generate virtual pavilion maps to assist in virtual pavilion 

design.  This  paper  proposes  adding  the  self-attention  mechanism 

to some commonly used deep  convolutional  generative  adversarial  

networks  to generate virtual pavilion maps. A three- dimensional（3D）  

virtual pavilion is built based  on these maps and interactive features are added  

to make it more experiential. Then the improved  networks  and the  original 

networks  are mainly  evaluated in generating maps solvable and  similar to 

the  training data  for finding the  best  generator. The evaluation results 

show that our improved methods always perform better on each metric and the 

WGAN with a self-attention module is what we need. 

SA13 

14:30 – 14:50 

Single-image Human Mesh Reconstruction by Parallel Spatial Feature 

Aggregation 

Shasha Li, Yuehu Liu, Wei Su 

Presenter: Shasha Li, Xi'an Jiaotong University, China 

 

Abstract: Recovering human mesh from a single image with natural postures is 

a challenging task in human modeling and animation. Model-free methods 

regress the mesh vertices from the input image directly to avoid the 6-DoF 

human joint extraction from the 2D image. However, the missing of the global 

information in spatial feature aggregation of the existing GNNs may result in 

the undesired deformity and inaccuracy of the recovered human mesh. To 

address this issue, we propose a parallel-aggregating network with a 
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novelly-designed global layer for spatial feature extracting from random walk 

normalized matrix (RWNM). Moreover, the coarse body mesh (head, hand, foot 

and etc.) provided by the coarsening network can add the human characteristic 

to the mesh. The local and global spatial features are aggregated to update 

vertice coordinates following an iterative, coarse-to-fine process to obtain an 

accurate and smooth human mesh. Experiments validated the effectiveness and 

robustness of the proposed approaches for single-image human mesh recovery. 

SA51 

14:50 – 15:10 

Semantic-driven generation of 3D Chinese opera performance scenes 

Hui Liang, Xiaohang Dong, Xiaoxiao Liu, Junjun Pan, Jingyue Zhang, Ruicong 

Wang 

Presenter: Xiaohang Dong, Zhengzhou University of Light Industry, China 

 

Abstract: The emergence of digital opera has enriched the stage performance of 

Chinese opera and expanded its dissemination means. However, the modern 

spread of traditional Chinese opera still faces hindrances. Digital opera 

performances require the generation of virtual scenes of the stages and 

characters. However, traditional virtual scene generation requires workers to 

build 3D models using modeling software and incorporate them into the 

performance scene. This paper proposes a semantic-based generation method 

for Chinese opera performance scenes. First, we analyze the scene description 

scripts to understand the elements in Chinese opera virtual scenes. The prior 

probability is subsequently used to learn the model placement rules in the opera 

scene model. A digital scene suitable for Chinese opera performance is then 

generated. The final results show that the method can generate natural and 

receptive opera digital performance scenes. This paper's research ideas and 

achievements are conducive to the promotion of development of Chinese digital 

opera technology. They possess substantial significance to the inheritance and 

development of traditional Chinese opera art. 

SA61 

15:10 – 15:30 

Virtual Reconstruction of the Ancient City of Karakorum 

Oyundolgor Khorloo, Erdenebat Ulambayar, Enkhbayar Altantsetseg 

Presenter: Oyundolgor Khorloo, National University of Mongolia, Mongolia 

 

Abstract: Ruins of ancient cities hold valuable information for historians and 

archaeologists and it allows them to learn about the society and culture of these 

cities. This paper explores the first attempt to virtually rebuild the historic city 

of Karakorum based on ruins and archaeological findings from the 13th century 

AD. Further, the analytical and practical methods used to discover its unique 

urban planning and architectural form by reconstructing the city using various 

resources from archaeological documents to historical science documents are 

introduced. We explore a digitized version of Karakorum city in an immersive 

and embodied manner because of the latest technological advances in virtual 

reality, and this allows us to conserve and visualize its cultural heritage. The 
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research objectives of this study are to (1) create a three-dimensional visual 

model of the Karakorum city as close as possible to its real counterpart, and (2) 

use a game engine as a development platform for integration and interactive 

visualization. 
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SA18 

16:00 – 16:20 

Kernel Triplet Loss for Image-Text Retrieval 

Zhengxin Pan, Fangyu Wu. Bailing Zhang 

Presenter: Zhengxin Pan, Ningbo Tech University, China 

 

Abstract: Triplet loss is widely used as the objective function in image-text 

retrieval tasks. However, as all the triplets are treated equally, triplet loss has a 

bottleneck problem of slow convergence and other unsatisfactory performances. 

In this paper, we propose solutions by appropriately weighting triplets 

according to the relative similarities among the training samples. Specifically, 

we present three weighting functions to assign an appropriate weight for the 

selected informative triplets to accelerate the convergence. We evaluate our 

approach on two widely used benchmark datasets: Flickr30k and MSCOCO, 

with results outperforming the previous methods, which demonstrate its 

superiority. 

SA56 

16:20 – 16:40 

SCANET: Improving Multimodal Representation and Fusion with Sparse- and 

Cross- Attention for Multimodal Sentiment Analysis 

Hao Wang, Mingchuan Yang, Zheng Li, Zhenhua Liu, Jie Hu, Ziwang Fu, Feng 

Liu 

Presenter: Hao Wang, China Telecom Corporation Limited Beijing Research 

Institute, China 

 

Abstract: Learning unimodal representations and improving multimodal fusion 

are two cores of Multimodal Sentiment Analysis (MSA). However, previous 

methods ignore the information differences between different modalities: Text 

modality has high-order semantic features than other modalities. In this work, 

we propose a Sparse- and Cross- Attention framework (SCANET) which has 

asymmetric architecture to improve performance of multimodal representation 

and fusion. Specifically, in the unimodal representation stage, we use sparse 

attention to improve the representation efficiency of two modalities and reduce 

the low-order redundant features of audio and visual modalities. In the 

multimodal fusion stage, we design an innovative asymmetric fusion module, 

which utilizes audio and visual modality information matrix as weights to 
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strengthen the target text modality. We also introduce contrastive learning to 

effectively enhance complementary features between modalities. We apply 

SCANET on the CMU-MOSI and CMU-MOSEI datasets, and experimental 

results show that our proposed method achieves state-of-the-art performance. 

SA28 

16:40 – 17:00 

SCPA-Net: Self-Calibrated Pyramid Aggregation for Image Dehazing 

Zhihua Chen, Yu Zhou, Ran Li, Ping Li, Bin Sheng 

Presenter: Yu Zhou, East China University of Science and Technology, China 

 

Abstract: Dehazing as an important image processing field has developed many 

years, there exist many excellent methods exploring more complex networks to 

solve this problem. In this paper, instead of designing a complex network 

structure, we propose a novel dehazing network based on the consideration of 

enhancing feature aggregation and feature representation abilities of dehazing 

architecture. In specifically, we propose a self-calibrated pyramid aggregation 

network (SCPA-Net) for image dehazing, which is based on an 

encoder-decoder architecture. In encoder, we build a self-attention block as unit 

to aggregate information from a neighborhood to adapt to its content. In 

decoder, we introduce the self-calibration block to capture long-range spatial 

and channel dependencies to produce more discriminative representations. 

Finally, to learn the scale information, the pyramid upsampling structure is 

applied to aggregate the multi-scale self-calibrated attentive features. 

Experimental results show our SCPA-Net can achieve impressive dehazing 

performance. 

SA33 

17:00 – 17:20 

VDN: Variant-Depth Network for Motion Deblurring 

Cai Guo, Qian Wang, Hong-Ning Dai, Ping Li 

Presenter: Ping Li, The Hong Kong Polytechnic University 

 

Abstract: Motion deblurring is a challenging task in vision and graphics. Recent 

researches aim to deblur by using multiple sub-networks with multi-scale or 

multi-patch inputs. However, scaling or splitting operations on input images 

inevitably loses the spatial details of the images. Meanwhile, their models are 

usually complex and computationally expensive. To address these problems, we 

propose a novel variant-depth scheme. In particular, we utilize the multiple 

variant-depth sub-networks with scale-invariant inputs to combine into a 

Variant-Depth Network (VDN). In our design, different levels of sub-networks 

accomplish progressive deblurring effects without transforming the inputs, 

thereby effectively reducing the computational complexity of the model. 

Extensive experiments have shown that our VDN outperforms the 

state-of-the-art motion deblurring methods while maintaining a lower 

computational cost. The source code is publicly available at: 

https://github.com/CaiGuoHS/VDN. 
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SA53 

17:20 – 17:40 

Automatic Image Caption Generation using Deep Learning and Multimodal 

Attention 

Jin Dai, Xinyu Zhang 

Presenter: Jin Dai, East China Normal University, China 

 

Abstract: We present an improved image caption generation model that 

incorporating multimodal attention mechanism. We use ResNet-101 to extract 

image features while incorporating channel attention mechanism and spatial 

attention mechanism. We use Faster R-CNN for object detection and use a 

multi-head attention structure consisting of spatial attention and self-attention. 

This allows our algorithm to improve the model’s capability to learn and use the 

internal grammatical features of natural sentences. Moreover, we use GPU 

parallel computing to accelerate the entire model training. We apply our model 

and algorithm to early education scenarios: show and tell for kids. We compare 

our algorithm with the state-of-the-art deep learning algorithms. Our 

experimental results show that our model improves the captioning accuracy in 

terms of standard automatic evaluation metrics. 

SA12 

17:40 – 18:00 

Intelligent Recognition of Portrait Sketch Components for Child Autism 

Assessment 

Yang Shen, Xinyu Wang, Zhangmeng Chen, Qi Sun, Xu Zhang and Junjun Pan 

Presenter: Yang Shen, Collaborative Innovation Center of Assessment toward 

Basic Education Quality at Beijing Normal University, China 

 

Abstract: For autistic children with slow language function, it is a classic and 

easy way to understand the development of their cognitive ability through 

simple painting experiments. Due to the lack of professional evaluators for 

painting assessment of autistic children, this paper research and implement an 

intelligent assessment system for child autism through recognition of portrait 

sketch components. A portrait sketch database is constructed with the sample 

size of 30400 by data expansion. The data consists of two formats: stroke vector 

sequence and 2D image. Then we propose a joint model coupled with LSTM 

and CNN features to automatically segment the portrait sketch components. It 

can perform better segmentation for exaggerated proportion and incomplete 

components samples. Finally, according to the evaluation criteria of the 

painting, we design an assessment model for child autism. The experiments are 

conducted in cooperation with relevant rehabilitation institutions to verify the 

effectiveness of the system. The analysis results show that our painting 

assessment system has a good ability to identify autistic tendencies. It can 

accurately evaluate children's autistic tendencies through “draw-a-man” 

experiments. 
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SA31 

18:00 – 18:20 

OVS-Net: An Effective Feature Extraction Network for OCTA Vessel 

Segmentation 

Chengzhang Zhu, Han Wang, Yalong Xiao, Yulan Dai, Zixi Liu and Beiji Zou 

Presenter: Han Wang, Central South University, China 

 

Abstract: Optical coherence tomography angiography (OCTA), as a 

non-invasive imaging modality, have been widely used in clinical 

ophthalmology. However, the segmentation of retinal vessels in OCTA is 

under-studied due to OCTA is a relatively new technology. In this paper, an 

effective feature extraction network, OVS-Net, is proposed for OCTA vessel 

segmentation. The OVS-Net is divided into coarse stage and refine stage which 

structures are basically the same. In each stage, we utilize OctaveResBlock as 

the basic block to better extract the hierarchical multifrequency features of 

OCTA and capture the multiscale semantic features of the vessels. In order to 

improve the feature characterization, feature enhanced attention block (FEAB) 

is introduced into the network, which is proved to be more conducive for 

microvessel segmentation in our experiments. Multiscale feature blocks (MFBs) 

are introduced into the network to promote the deep integration of semantic 

features at different scales. Experiments on OCTA-SS and OCTA-500 datasets 

show that our proposed OVS-Net achieve more competitive segmentation 

results than the existing methods, especially for microvessel segmentation. 
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SA94 

13:30 – 13:50 

Virtual scene generation promotes shadow puppet art conservation 

Hui Liang, Xiaohang Dong, Junjun Pan, Xiangyu Zheng 

Presenter: Xiaohang Dong, Zhengzhou University of Light Industry, China 

 

Abstract: As an ancient performing art, shadow puppetry is a treasure of 

Chinese art. However, with the development of society, shadow puppetry 

becomes less well-known among the young generation. To preserve and further 

spread this traditional culture, the digitization of shadow puppets is playing an 

increasingly important role in shadow puppetry conservation. Despite this, the 

spread of shadow puppetry culture in modern times still faces many hindrances. 

In digitalized shadow puppet art, the virtual scenes in certain degree determine 

the artistic effect of shadow puppet performance. The commonly used method 

for digital shadow puppet scene construction is via artificially created models 

which are then placed in corresponding positions. Obviously, this is a 

cumbersome and time-consuming task. Therefore, asemantic-based scene 

generation method for digital shadow puppet performance scene is proposed in 

this paper. According to this method, the key information is extracted from the 

descriptive text using the Chinese text segmentation technology. Meanwhile, 

we generate semantic scene graphs and search the corresponding shadow 

puppet models in the model library to construct the virtual scenes of digital 

shadow puppet performance. In the evaluation experiment, we invited 30 

volunteers (10 female and 20male) who had been exposed to traditional shadow 

puppet play in their daily lives. As suggested by the experimental results, the 

digital shadow puppet performance scene generated in this paper exhibit 

advantages of convenient use and high availability, which largely enhance the 

effect of digital shadow puppet performance. It should nonetheless be noted that 

it’s not easy to extract the spatial relations from complicated texts, which 

inevitably limits the effectiveness of our scene generation method. The research 

work of this paper aims to promote digital shadow puppet technology and 

provide insights for the inheritance and conservation of traditional shadow 

puppet art. 
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SA106 

13:50 – 14:10 

Anisotropic Screen Space Rendering for Particle-based Fluid Simulation 

Yanrui Xu, Yuanmu Xu, Yin Dou, Xiaojuan Ban, Xiaokun Wang, Jian Chang 

and Jian Jun Zhang 

Presenter: Yanrui Xu, University of Science and Technology Beijing, China 

 

Abstract: In this paper we propose a real-time surface rendering method based 

on screen space rendering scheme for particle-based fluid simulation. Our 

method can efficiently resolve the issues of jagged edges and unevenness on the 

surface existed in previous methods while preserving sharp high-frequency 

details. We combine multiscale fluid particle information with a fixed interval 

filter method to obtain smooth surfaces. It combines efficient smoothing and 

detail preservation, effectively improving fluid visualization during the process 

of screen-space rendering. 

SA112 

14:10 – 14:30 

Spatial Adaptivity with Boundary Refinement for SPH Fluid Simulation 

Yanrui Xu, Chongming Song, Xiaokun Wang, Xiaojuan Ban, Jiamin Wang, 

Yalan Zhang and Jian Chang 

Presenter: Yanrui Xu, University of Science and Technology Beijing, China 

 

Abstract: Fluid simulation is well-known for being visually stunning while 

computationally expensive. Spatial adaptivity can effectively ease the 

computational cost by discretizing the simulation space with varying 

resolutions. Previous adaptive methods used high resolution near the entire fluid 

surface, which can cause redundancy for vast and tranquil surfaces and can fail 

to capture energetic flow beneath the surface. In this paper, we propose a novel 

boundary-distance based adaptive method for Smoothed Particle 

Hydrodynamics (SPH) fluid simulation. The signed-distance field to the 

boundary object is applied to determine particle resolution in different spatial 

positions. The resolution is maximal within a specific distance to the boundary, 

and decreases smoothly as the distance increases until a threshold is reached. 

The size of the particles are then adjusted towards the resolution via splitting 

and merging. Additionaly, a wake flow preservation mechanism is introduced to 

lock the particle resolution for a period of time after a particle flows near the 

boundary object, to prevent the loss of flow details. Experiments show that our 

method can more efficiently refine fluid-solid coupling details and effectively 

capture dynamic effects beneath the surface. 

SA100 

14:30 – 14:50 

Virtual Upper Limb Training for Elderly’s Myasthenia Rehabilitation in 

Sequelae Caused by COVID-19 

Hui Liang, Shiqing Liu, Yi Wang, Junjun Pan, Yazhou Zhang, Xiaohang Dong 

Presenter: Shiqing Liu, Zhengzhou University of Light Industry, China 

 

Abstract: COVID-19 causes persistent symptoms such as weakness and 



 
 

CASA_ AniNex Workshop (A) 

myasthenia in most patients. Due to the cross-infection of COVID-19, the 

traditional face-to-face rehabilitation services are risky for the elderly. Thus, an 

efficient and reasonable family training system should be designed to avoid 

interpersonal infection caused by face-to-face communication in the real world 

and ensure that all elderly with needs can receive services. In this paper, a 

virtual upper limb training system is designed for elderly patients with 

myasthenia infected by COVID-19. It can provide a natural interactive and 

immersive experience. A set of natural and scientific exclusive gestures have 

been designed under the direction of following the doctor’s advice. Besides, a 

hand gesture recognition algorithm is proposed to understand the correctness of 

their finger gestures. The experiment is conducted jointly with the chief 

physicians of the geriatrics department in the authoritative class-A hospitals of 

Class III.  The results demonstrate that the virtual training system was more 

conducive to the rehabilitation of elderly patients with upper limb myasthenia at 

home compared with the traditional rehabilitation training. The system has 

value for popularization during the COVID-19 epidemic. 

SA107 

14:50 – 15:10 

Volume-based incompressible diffusion model for the simulation of silicone oil 

tamponade and emulsification 

Xiaokun Wang, Tiancheng Wang, Jiamin Wang, Yanrui Xu, Xiaojuan Ban, 

Houbin Huang, Zhihong Zhu, Jian Chang and Jian Jun Zhang 

Presenter: Xiaokun Wang, Bournemouth University, UK 

 

Abstract: Physics-based fluid simulation is generally used in film and 

animation, industrial production and virtual reality, etc., which has brought 

tremendous benefits to these areas. Moreover, physics-based fluid simulation 

also can be used to assist in medical disease diagnosis and treatment because of 

its fast and realistic advantages. In Pars Plana Vitrectomy (PPV) combined with 

silicone oil tamponade for the treatment of Rhegmatogenous Retinal 

Detachment (RRD), there is a lack of quantitative research on silicone oil filling 

amount and removal time. Therefore, we employ fluid simulation in this paper 

to visualize the effect of silicone oil emulsification and diffusion in the PPV 

combined with silicone oil tamponade. A volume-based divergence-free smooth 

particle hydrodynamics (VDFSPH) method is proposed through the volume 

incompressibility mechanism. Furthermore, we introduce the local equilibrium 

model and the surface tension model to simulate miscible diffusion phenomena 

and interphase surface tension of multiphase fluid. 

Our method can stably simulate multiphase fluid coupling under strong surface 

tension and interphase interaction effects of miscible multiphase fluids. 

Through the visual simulation of silicone oil tamponade, it can effectively help 

doctors to estimate the amount of silicone oil and predict the impact of silicone 

oil emulsification on the prognosis of surgery. 
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SA103 

15:10 – 15:30 

State-of-the-art Improvements and Applications of Position Based Dynamics 

Junheng Fang, Lihua You, Ehtzaz Chaudhry, Jian Jun Zhang 

Presenter: Junheng Fang, Bournemouth University, UK 

 

Abstract: The emergence of position-based simulation approaches has quickly 

developed a group of new topics in the computer graphics community. These 

approaches are popular due to their advantages, including computational 

efficiency, stability and robustness for different scenarios, whilst they also have 

some weaknesses. In this survey, we will introduce the concept of the baseline 

position based dynamics (PBD) method and review the state-of-the-art 

improvements and applications of PBD, including its extensions for different 

materials and its integrations with other techniques. 
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SA110 

16:00 – 16:20 

Multi-Channel Network: Constructing Efficient GCN Baselines for 

Skeleton-based Action Recognition 

Ruijie Hou, Zhihao Wang, Ruimin Ren, Yang Cao, Zhao Wang 

Presenter: Zhihao Wang, Zhejiang University, China 

 

Abstract: Skeleton based action sequences are widely used for human behavior 

understanding task due to its compact characteristics. Recent graph 

convolutional network (GCN) approaches have achieved great success due to its 

grateful ability of modeling spatial-temporal features of skeleton sequences by 

an end-to-end optimization. Most GCN based methods have integrated multiple 

input channels rather than the original motion sequence to improve the final 

performance. However, few work has been reported on the detail effectiveness 

of such multiple input channels. In order to construct an efficient GCN 

framework for skeleton-based action recognition, we systemically study the 

effect of different input channels. We have identified the complementary effect 

between the local frame channel and global sequence channel, which is 

essential to improve the action recognition accuracy. By coupling local frame 

and global sequence information with a classical spatial-temporal graph neural 

networks, e.g. MS-G3D, it achieves a competitive performance compare with 

SOTA methods on challenging benchmark datasets.  Related code will be 

published at https://github.com/apenbol/multi-stream. 

SA109 

16:20 – 16:40 

Point Cloud Synthesis with Stochastic Differential Equations 

Tingting Li, Meili Wang, Xiaoxiao Liu, Hui Liang, Jian Chang, Jian Jun Zhang 

Presenter: Tingting Li, Bournemouth University, UK 

 

Abstract: In this paper, we propose a point cloud synthesis method based on 

stochastic differential equations (SDEs). We view the point cloud generation 

process as smoothly transforming from a known prior distribution toward the 

high-likelihood shape by iteratively denoising. We introduce a conditional 

corrector sampler to improve the quality of point clouds. By leveraging Markov 

Chain Monte Carlo (MCMC) sample, our method can accurately synthesize 
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realistic point clouds. We additionally prove that our approach can be trained in 

an auto-encoding fashion and reconstruct point clouds faithfully. 

SA96 

16:40 – 17:00 

PerimetryNet: A multi-scale fine grained deep network for 3D eye gaze 

estimation using visual field analysis 

Shuqing Yu, Zhihao Wang, Shuowen Zhou, Xiaosong Yang, Chao Wu, Zhao 

Wang 

Presenter: Shuqing Yu, Zhejiang University, China 

 

Abstract: 3D gaze estimation aims to reveal where a person is looking, which 

plays an important role in identifying users’ point-of-interest in terms of the 

direction, attention and interactions. Appearance-based gaze estimation 

methods could provide relatively unconstrained gaze tracking from commodity 

hardware. Inspired by medical perimetry test, we have proposed a multi-scale 

framework with visual field analysis branch to improve estimation accuracy. 

The model is based on the feature pyramids and predicts vision field to help 

gaze estimation. In particular, we analysis the effect of the multi-scale 

component and the visual field branch on challenging benchmark datasets: 

MPIIGaze and EYEDIAP. Based on these studies, our proposed PerimetryNet 

significantly outperforms state-of-the-art methods. In addition, the multi-scale 

mechanism and visual field branch can be easily applied to existing network 

architecture for gaze estimation. Related code would be available at public 

repository https://github.com/gazeEs/PerimetryNet. 

SA102 

17:00 – 17:20 

Hybrid Architecture Based Intelligent Diagnosis Assistant for GP 

Ruibin Wang, Kavisha Jayathunge, Hailing Li, Rupert Page, Jianjun Zhang and 

Xiaosong Yang 

Presenter: Ruibin Wang, Bournemouth University, UK 

 

Abstract: As the first point of contact for patients, GP plays an important role in 

the National Health System. An accurate primary diagnosis from the GP on the 

patient will relieve specialists’ pressure and save time from confirming the 

patient’s condition and doing examinations. Because GP has broader but less 

specialized knowledge, the accuracy of their diagnosis is limited. Therefore, it 

is imperative to introduce an intelligent system to assist GP to make decisions. 

This paper proposed a hybrid architecture, which fuses the features of words 

from different representation spaces. Two data augmentation methods 

(Complaint Symptoms Integration method and Symptom Dot Separating 

Method) have been proposed to integrate essential information into the training 

data. Experiments demonstrate that this hybrid architecture has good 

performance in the classification of 4 common neurological diseases. Finally, 

this paper develops an AI diagnosis assistant web app which leverages the 

superior performance of this architecture to help GPs complete primary 

diagnosis efficiently and accurately. 
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SA111 

17:20 – 17:40 

Human-Click Guided Interactive Image Segmentation n 

Jinsheng Sun, Xiaojuan Ban, Bing Han, Xueyuan Yang and Chao Yao 

Presenter: Jinsheng Sun, University of Science and Technology Beijing, China 

 

Abstract: Interactive segmentation is a technique for picking objects of interest 

in images according users' input. Most of existing methods take the user's 

interactive input as weakly supervised information, with concentrating on  

image features fusion strategy and weak-supervise learning. From the 

perspective of human-computer interaction, the users' interactive intention 

contains human subjective judgement which can strengthen the accuracy of 

region segmentation by allowing users to refine pixel property.  

In this work, we propose a deep interactive image segmentation network, where 

a scale transformation module is utilized to integrate the human-click 

information. The designed module is plug-and-play for most of deep image 

segmentation networks, which is able to employ user's input information to 

refine the segmentation result.  

The experimental results prove our scale transformation module can improve 

the performance of image segmentation networks and refine the segmented 

objects. Specially, for the untrained data sets, the performance of our module 

can also be comparable to the automatic segmentation network without 

interactive information. 

SA93 

17:40 – 18:00 

Struct2Hair: A hair shape descriptor for hairstyle modelling 

Wenshu Zhang, Yinyu Nie, Shihui Guo, Jian Chang, Jian Jun Zhang, Ruofeng 

Tong 

Presenter: Wenshu Zhang, Norwich University of the Arts, UK 

 

Abstract: In recent years, it becomes possible to extract hair information for hair 

reconstruction from multiple cameras or monocular camera. Using a single 

image as the input avoids the high cost setups and complex calibration 

compared to multi-viewed reconstruction. Taking advantage of an extendible 

hairstyle database, this paper introduced Struct2Hair, a novel single-viewed hair 

modelling approach by extracting hair shape descriptor (HSD). The HSD is 

defined as the fundamental structure-aware feature, which is a combination of 

critical shapes in a hairstyle. A complete dataset of critical hair shapes is 

constructed from a known database of 3D hair models. We first analyse the 

input 2D image to extract the orientation information and 2D hair sketch 

automatically. The extracted information is then used to retrieve the 

corresponding critical shapes with optimisation to build the robust HSD. 

Finally, the HSD constructs a weighted 3D hair orientation field to guide 

full-head hair model generation. Our method can preserve local geometric 

features of hair and retain the whole shape of the hairstyle globally owing to the 

HSD, which will benefit further hair editing and stylisation. 
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